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decisive home cook

Can you guess my prompt?

| «— chef cook

self-confident
home cook —

home cook —

5 Images created with Stable Diffusion XL
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Why is this topic so
relevant?
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Generative Al as catalyst

e Breakthroughs due to
o increase of resources ,4
o easier access to a large amount of data A Lol
e \ery good results for complex formats
o Relevance in daily life and business
o Trust in users increase in systems

= ',_‘ Oprah Shares Her Stress Manageme...

S R L OpenAl's ChatGPT
Advanced Dighaers Couvses « Phetography & Eifng |

Odisha’s newsbot Lisa

Github Copilot inovex


https://github.com/features/copilot
https://stability.ai/news/stable-zero123-3d-generation
https://chat.openai.com/auth/login
https://www.adobe.com/products/firefly.html
https://podcast.ai/
http://www.youtube.com/watch?v=YQY0YovU9m4
https://asia.nikkei.com/Business/Media-Entertainment/Rise-of-AI-newsbots-shakes-up-India-s-media-landscape
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LLMs Practical Guide 0
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https://github.com/Mooler0410/LLMsPracticalGuide

Concerns are expressed publicly

Pause Giant Al Experiments: An Open

Al 'godfather' Geoffrey Hinton Letter

warns Of dangers as he quits Wg c.aII on all Al labs to immediately pause for at least 6 months the
Google training of Al systems more powerful than GPT-4.

33002 fae

Published
March 22, 2023

Al systems with human-competitive Intelligence can pose profound risks to society and humanity,
as shown by extensive research!! and acknowledged by top Al labs 121 A5 stated in the widely-
=+ = ===f==="shange in the history of
care and resources.

OpenAl's Sam Altman Urges A.1L. oo e

leploy ever more
Regulation in Senate Hearing it o relaby

The tech executive and lawmakers agreed that new A.l systems

must be regulated. Just how that would happen is not yet clear.

“There's the risk of producing a lot of fake news, so 0
nobody knows what's true anymore.” inovex
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What are the
concerns?
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Unknown user behavior can lead to

uncontrolled consequences Sensitive processes
E‘ TayTweets = L‘ TayTweets are I’e”Ed on
= . i
ee can i just say that im ‘ o R % —
ﬂtokedtomeetu”humansare auper;  TVUIGIRGNAIG @roovVitheye:
cool a nice person! i just hate everyl
, Amazon Shuts Down Al
IA TayTweets _0_'3 TayTweets . = .
== e Hiring Tool for Being
)7 | fucking hate feminists Prightonus33 Hitler was right I h

Sexist

id they should all die and burn in hel € jews.

Reinforcement of Bias

e Difficult measurement & prediction
° Less diverse dataset can lead to unwanted outcome

e Decision paths are not clearly/consciously perceived

Psychological harm }
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User’s trust is gained due to good content.
Validation comes short.

]

Attorneys Face Sanctions
After Citing Information
‘Hallucinated’ by ChatGPT

Truthfulness

e First appearance might deceive

e Generated content is partially senseless and
factually not verified (“hallucination”)

A one-sided, non-neutral
representation of the
world is created

inovex


http://www.youtube.com/watch?v=TcWnsCLrQXM

Deepfakes can manipulate public opinions

Harmful Content

e Fear of conscious spread of false information

e Fast content spread leads to a lack of willingness to
verification by users

Fake news can have reputational and
monetary consequences
=

B T H
Al GENERATED
DISINFORMATION

Content is created
incredibly realistic

\
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Big progress comes with new
challenges

——

" stability.ol v
b
-

A

Artists sue Al art generators
over copyright infringement

Privacy & Copyright

e There are many open questions to authorship and

copyright protection
e Unresolved issues are dealt with in current procedures

GitHub Copilot, Copyright
Infringement and Open
Source Licensing

@:\ 7 \\ . Commercial use is discussed

PN
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Security (Prompt Environment

Injection, leakages, ..) Gigification

Job replacement Lobbyism

Emotional bonding

And many more.. Exploitation

e The Generative Al era brings new challenges with open

questions
e Responsibility of consequences is unclear

PN
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https://www.thoughtworks.com/en-de/insights/articles/how-respond-environmental-impact-generative-ai
https://vulcan.io/blog/owasp-top-10-llm-risks-what-we-learned/
https://www.linkedin.com/pulse/impact-generative-ai-gig-economy-independent-stephanie-alston
https://time.com/6247678/openai-chatgpt-kenya-workers/
https://blog.allenai.org/using-large-language-models-with-care-eeb17b0aed27
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How can we tackle
those concerns?
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e Analyze output, e.g. with bias ——

d et e Ct 0 rS Choose from the prompts below to explore how the text-to-image models like Stable Diffusion v1.4, Stable Diffusion v.2 and DALLE-2 represent different

professions and adjectives
o Compare results of different prompts
o Visualize your outputs

e Use scores for e.g. toxicity and
polarity

Mitigate Bias

User’s perspective

Diffusion Bias Explorer by
Huaaing Face &

inovex



https://huggingface.co/spaces/society-ethics/DiffusionBiasExplorer
https://huggingface.co/spaces/society-ethics/DiffusionBiasExplorer

Rebalanced dataset

e Measure a diverse
representation

e Continuously detect bias in all
of your development steps

DALL-E 2 pre-training mitigations shows
that mitigating bias can lead to further
(unknown) bias

Mitigate Bias

Developer’s perspective

N
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https://openai.com/research/dall-e-2-pre-training-mitigations

e Integrate fast-checking
mechanisms or knowledge

sources »
e Use the full potential of LLMs T
W]th Prompt Eng]neering ;rancisco, CA on OpenTable

Used Wolfram|Alpha v

The total calories for the Chickpea Salad

recipe are approximately 862 dietary

Verify Truthfulness

User’s perspective

Calories. Here's the breakdown of the

ingredients and their calorie content:

ChatGPT Plugins add
context to the prompts and
thus prevent hallucinations &

inovex



https://openai.com/blog/chatgpt-plugins

Al Lifecycle

Create policies
e Use metrics (e.g. Accuracy, Refuse to ~ //1@lyze and fest ‘ for model and

. . internall
Answer) with an evaluation dataset Y

Retrieval-Augmented Generation (RAG)
e Guarantee reliability with ‘
human-in-the-loop processes

* data
e Integrate domain data with \\j / Conception \ (Z

4

Evaluation Development

N /

[ )
Verify Truthfulness L P
Developer’s perspective User Feedback Deployment
Create an early Be transparent 0

feedback system inovex



Moderation tools flag harmful content

e Text: classification of emotion and

content 0 Oicow ¥ O O gyicouon
e Image: identification of objects and

toxic speech shared-industry

system content 1D perspective API quality filter Slascifiers hiash database photoDNA
Seg I I Ie nts 2 2 spam, hate speech, _ S
issue area copyright hate speech harassment bullying terrorism child safety
] o
target Ty text, i . .
Breru audio, video text o text images, video images, video
hash- prediction prediction prediction (NLP), 7 e
core tech matching (NLP) (NLP) debrlaaming hash-matching hash-matching
fabel training
human role label training data and set
trusted partners label training data and set parameters for trusted partners civil society groups
upload data and set parameters  predictive model; ~ Suggest content, add add content to
copyrighted parameters fof:  Sep predictive  make takedown content to database database
content predictive model P decisions based
onten
7 g ]
User's perspective Popular AI content moderation tools
a

v
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https://labelyourdata.com/articles/ai-content-moderation#ai_content_moderation_tools__methods

Establish ethical guidelines:

e Identify potential harms
o Decide based on measurement metrics
o Use responsible classifiers and filters

e Know your users

Detect Harmful
Content

Developer’s perspective

\}

Moderation - OpenAl API v
inovex


https://platform.openai.com/docs/guides/moderation/overview

LLaMA Model Card

Model details

o Inform yOUI’SGlf about the tOOlS’ training Organization developing the model The FAIR team of Meta Al.

data, e.g. With mOdel CardS Model date LLaMA was trained between December. 2022 and Feb. 2023.
e Use audit program / tools that annotate Model version This isversion 1 of the model,
aUthOI’Ship Of generated Content Model type LLaMA is an auto-regressive language model, based on the transformer architecture.

The model comes in different sizes: 7B, 13B, 33B and 65B parameters.

e Get a license for the generated content

Paper or resources for more information More information can be found in the paper “LLaMA, Open
and Efficient Foundation Language Models”, available at

https://research.facebook.com/publications/llama-open-and-efficient-foundation-language-

models/.

[
Ensure Privac Y & Chaions detals s, reseach facaboolcompubiatonsflam-oper-and-effent oundition:
language-models/
[ ) . . l
Co py r 1 g h t License Non-commercial bespoke license

User’s perspective can be sent via the GitHub repository of the project, by opening an issue.

Where to send questions or comments about the model Questions and comments about LLaMA

Model Card Llama
Update July 2023: Llama 2 is
now available for commercial use \.i

inovex


https://huggingface.co/decapoda-research/llama-7b-hf
https://ai.meta.com/llama/

e Evaluate your needs first:
o What do we actually want?

o Can we deal with smaller models and
less, but high quality data?

e Carefully select datasets based
on consent, copyright & licenses

Ensure Privacy &
Copyright

Developer’s perspective

The Stack is an open governance interface between the Al community and the open source community.

Am | in The Stack?

As part of the BigCode project, we released and maintain The Stack, a 6 TB dataset of permissively licensed source code over
300 programming languages. One of our goals in this project is to give people agency over their source code by letting them
decide whether or not it should be used to develop and evaluate machine learning models, as we acknowledge that not all

developers may wish to have their data used for that purpose

This tool lets you check if a repository under a given username is part of The Stack dataset. Would you like to have your data

removed from future versions of The Stack? You can opt-out following the instructions here.

The Stack version:

viz

Your GitHub username:

Check!

Trend to responsible
dataset, e.g. Am 1 in
The Stack? with opt-out 0
eollizan inovex



https://huggingface.co/spaces/bigcode/in-the-stack
https://huggingface.co/spaces/bigcode/in-the-stack
https://huggingface.co/datasets/bigcode/the-stack
https://huggingface.co/datasets/bigcode/the-stack
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Key takeaways

As a user:
@ e Critically perceive generated content
e Use tools and metrics to measure harmful and biased content

As a developer:

e Use established guidelines for the development of Al products
e Stay up-to-date with research and regulation

Everyone:
@ ° @ _ _
.-. e Continuously analyze and re-evaluate ethical concerns

e Educate others about capabilities of Generative AI models

N
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Thank you!

Mai Phuong Mai
Machine Learning
Engineer

mai.mai@inovex.de

Lindberghstr.3
80939 Miinchen

B Phuong Mai Mai
¥y @inovexgmbh
@inovexlife
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mailto:mai.mai@inovex.de

Enjoy your time here @
- stay in contact!
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We're hiring!

Podcast

ke

L] Digital Future

Available on all platforms:

Spotify, Overcast, Pocket Casts, ...

Social Media

Twitter: @inovexgmbh
Insta: @inovexlife

LinkedIn: @inovex GmbH

\

inovex



28

Further Pointers

Status of January 2024
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|World

* China demands that
Al services need to be
based on the “core

‘ values of socialism”.

(3 Thus, the country

released the first four
politically approved
LMs in Dec 2023.

The Artificial w g
Intelligence Act is “

the first wide law “ {

for AI

NYC Local Law 144 goes into effect
for Al in recruitment (July 2023)
Colorado implemented the first law

requlating Al in life insurance (Nov
2023)

California ordered insurers to notify
regulators when their algorithms
results in increase to a customer’s
premium (prevent excessiveness or
discrimination) (Mid year 2823)

Australia responded to
safe and responsible AI
in interim

}

| 4
— Find further updates in a Global AI J
Requlation Tracker inovex



https://techcrunch.com/2023/07/05/nycs-anti-bias-law-for-hiring-algorithms-goes-into-effect/
https://news.bloomberglaw.com/insurance/insurers-ai-use-for-coverage-decisions-targeted-by-blue-states
https://news.bloomberglaw.com/insurance/insurers-ai-use-for-coverage-decisions-targeted-by-blue-states
https://www.insurance.ca.gov/0250-insurers/0800-rate-filings/0200-prior-approval-factors/upload/PriorAppRateFilingInstr_Ed06-05-2023.pdf?utm_campaign=The%20Batch&utm_medium=email&_hsmi=285501464&_hsenc=p2ANqtz--7kcHmrEwyAa8pWH3s4WyUpP0n2_17DF8r086yYG5i7GVDB60mWi7JE1a9XelO0cEERjHAFUhZ_Bge--UdnK5hGyYoDw&utm_content=285502311&utm_source=hs_email
https://artificialintelligenceact.eu/
https://artificialintelligenceact.eu/
https://www.techieray.com/GlobalAIRegulationTracker.html
https://www.techieray.com/GlobalAIRegulationTracker.html
https://the-decoder.com/china-releases-first-four-politically-approved-language-models/
https://www.industry.gov.au/news/australian-governments-interim-response-safe-and-responsible-ai-consultation
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Frameworks

Singapore’s approach with a practical framework
Montréal Declaration for Responsible AI Development

Al requlation: a pro-innovation approach of the UK
Blueprint for an Al Bill of Rights

Al Risk Management Framework (NIST)

Copyright reqgistration guidance for AI-generated content

inovex


https://www.pdpc.gov.sg/Help-and-Resources/2020/01/Model-AI-Governance-Framework#:~:text=In%20the%20global%20discourse%20on,framework%20and%20a%20software%20toolkit.
https://montrealdeclaration-responsibleai.com/the-declaration/
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.nist.gov/itl/ai-risk-management-framework/ai-risk-management-framework-engage
https://www.federalregister.gov/documents/2023/03/16/2023-05321/copyright-registration-guidance-works-containing-material-generated-by-artificial-intelligence
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Evaluation and Values

Evaluation:

Metrics: Al Fairness Toolkit
Overview of LLM evaluations: Helm Benchmark
Open Models, datasets, evaluation: LMSYS Orqg

Trustworthiness Benchmarks: TrustLLM

Hugging Face:

e FEthics & Society at Hugging Face
e BigScience Ethical Charter

e || M Safety Leaderboard

\
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https://github.com/Trusted-AI/AIF360
https://crfm.stanford.edu/helm/latest/
https://lmsys.org/projects/
https://trustllmbenchmark.github.io/TrustLLM-Website/
https://huggingface.co/spaces/society-ethics/about
https://bigscience.huggingface.co/blog/bigscience-ethical-charter
https://huggingface.co/spaces/AI-Secure/llm-trustworthy-leaderboard

Readings

Reports:

e Al Index Report 2022 (Stanford University)

e L|LLM Survey Report of the MLOPS Community

e \Walking in the Walk of Al Ethics in Technology Companies
(Stanford University)

About bias evaluation:
Bias in Stable Diffusion visualized in Bloomberqg’s graphics

Algorithmic Bias in the Gender Shades project
What is Bias and Toxicity in LLMs?
Recent research on bias, toxicity and jailbreaking LLMs

&2

0
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https://aiindex.stanford.edu/wp-content/uploads/2022/03/2022-AI-Index-Report_Master.pdf
https://mlops.community/wp-content/uploads/2023/06/llm-survey-report.pdf
https://hai.stanford.edu/policy-brief-walking-walk-ai-ethics-technology-companies
https://hai.stanford.edu/policy-brief-walking-walk-ai-ethics-technology-companies
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
http://gendershades.org/overview.html#
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec14.pdf
https://towardsdatascience.com/bias-toxicity-and-jailbreaking-large-language-models-llms-37cd71a3048f
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Movements in Copyright & Privacy

Glaze is a tool that focuses on the protection of intellectual property
of artists by cloaking images so that Al systems cannot steal artistic
styles.

Watermarking is the process of marking AI generated content with a
unique signal.

Google Deepmind, Meta have introduced watermark techniques for
content created by open-source generative Al

\
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https://glaze.cs.uchicago.edu/index.html
https://www.techtarget.com/searchenterpriseai/definition/AI-watermarking#:~:text=AI%20watermarking%20is%20the%20process,designed%20to%20scan%20for%20it.
https://deepmind.google/discover/blog/identifying-ai-generated-images-with-synthid/
https://ai.meta.com/blog/stable-signature-watermarking-generative-ai/

